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Problems and challenges

Cruise ship industry needs to adapt to
increasingly strict international
environmental regulations — International
Maritime Organization

Heating, Ventilation, Air-conditioning
systems are one of the most significant
consumers of energy on cruise ships, but
are hard to optimize

Reinforcement Learning (RL) is capable of
such optimization, however it is inherently
hard to ensure its safety
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Project, Objectives

 Utilize LLMs for safe and robust RL reward function generation

« Develop a safety “shield” that prevents the RL agent from executing unsafe
actions

« Develop and validate safe and robust RL agent for ship energy
management

2.9.2025

3



Approach
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LLM reward function generation results

f reward(self

energy, sensor_data = f B
true action = self. ogate model.denormaliz ta(action.un a))[e]
n = self.surrogate model.denormalize data(prev action.unsqueeze(e))[@]

LLMs are quite capable of shaping reward comed = 0.0
function

reward -= 0.81 * (energy / 1e6)

Outputted reward function was functionally
correct since the first iteration e atires eemedataTs

humidities = sensor data[:, 3
airflow = true action[4]

temp violation = (temperatures > 25.@).any() or (temperatures < 22.8).any()
humidity violation = (humiditi 55).any() or (humidities < @.2).any()
airflow violation = airflow < @

violated = temp_violation humidity violation airflow_violation

reward += 8.1

return reward, cost
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STPA analysis and safety shield
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« Shield implementation includes a function that returns which constraints have been

violated.
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« Blocks actions that lead to a violation and requests a new action.
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White box simulation model of the ship energy system

General Schematic Floorplan 8D Simulation Daylight Outline Summary Details Annotations

- Cruise ship Hotel with HVAC and Lighting (lda

ICE)

- Battery storage model (Simulink)

- Generation (Load curve)

- High fidelity data but slow
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Safe RL Agent - results
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*Environment based on black-box model
Discrete action space (10 bins)
sImplemented:

oPPO (baseline)

oPenalized PPO (P30) (safe RL)
*Goal: Minimize energy & safety violations
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800

INITIAL RESULTS OF REINFORCEMENT LEARNING EXPERIMENTS

Algorithm Power consumption | Safety violations
Open loop control 7.0 + 2.5 MWh 3R8.5 + 151
FPO 3o+ 1.4 MWh 405.6 + 121.5
P30 6.7 + 3.3 MWh 167.0 + 139.8
TABLE III

INITIAL RESULTS OF INTEGRATING THE SAFETY SHIELD AND THE
LLM-BASED REWARD FUMCTION

Algorithm Power consumption | Safety violations
P30 6.7 + 33 MWh 167.0 + 1398
P30 + LLM RF 10.9 + 4.6 MWh 2.1 + 837
P30 + shicld 6.4 + 3.0 MWh 644 + 555
P30 + shicld + LLM RF 11.5 + 4.8 MWh 489 + 47.7
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